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LABELLING OF DATA ON FUNDUS COLOR PICTURES USED TO TRAIN A DEEP LEARNING MODEL
ENHANCES ITS MACULAR PATHOLOGY RECOGNITION CAPABILITIES
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Retinal diseases remain one of the leading causes of visual impairments in the world. The development of automated diagnostic methods can improve the efficiency
and availability of the macular pathology mass screening programs. The objective of this work was to develop and validate deep learning algorithms detecting
macular pathology (age-related macular degeneration, AMD) based on the analysis of color fundus photographs with and without data labeling. We used 1200
color fundus photographs from local databases, including 575 retinal images of AMD patients and 625 pictures of the retina of healthy people. The deep learning
algorithm was deployed in the Faster RCNN neural network with ResNet50 for convolution. The process employed the transfer learning method. As a result, in
the absence of labeling, the accuracy of the model was unsatisfactory (79%) because the neural network selected the areas of attention incorrectly. Data labeling
improved the efficacy of the developed method: with the test dataset, the model determined the areas with informative features adequately, and the classification
accuracy reached 96.6%. Thus, image data labeling significantly improves the accuracy of retinal color images recognition by a neural network and enables
development and training of effective models with limited datasets.
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3aboneBaHnsi CeTHaTKN OCTAIOTCS OOHOM 13 BEAYLLMX MPUHMH CnaboBuaeHrs B Mype. PaspaboTka METOL0B aBTOMAaTU3NPOBAHHOM ONArHOCTUKA MOXET MOBbICUTL
3 PEKTUBHOCTL ¥ [OCTYMHOCTb MPOrPaMM MaCCOBOIO CKPUHMHIA MaTonorum MakynsipHon obnactu. Llensto paboTsl Obino padpaboTaTsb v NpoBanuampoBaTh
aNrOPUTMbI MaLLMHHOIO 0By4eHVs ANS AMAarHOCTUKL MaKylspHOM MaTofiorn Ha OCHOBE aHanmaa LBETHbIX hoTorpadumii rma3Horo AHa ¢ npeasapuTensHom
pas3mMeTkor AaHHbIX 1 6e3 Hee Ha mpumMepe BO3PacTHOM MakynspHon aereHepaumn (BML). B vccneposaHum ncnonb3osany 1200 upeTHbIX doTorpaduii
rnasHoro AHa 13 fokasbHbIx 6a3 AaHHbIX, BKoYas 575 n3obpakeHuin cetHaTku nauveHToB ¢ BM 1 625 peTuHanbHbix hoTorpaduii 340p0oBbIX NaumueHToB.
Anroput™ rnybokoro obydeHus 6bin peann3oBaH Ha ocHoBe HelipoHHo ceTn Faster RCNN ¢ ResNet50 B kadecTBe CBEPTOYHOM OCHOBbI C MCMONb30BaHEM
TpaHcdepHoro oby4enHns. B pesynsrare, npy OTCYTCTBUM Pa3METKN BanmaaLms nokasana HeyAoBIETBOPUTENbHYIO TOYHOCTb MOAENH (79%), YTO Oblo CBA3AHO
C HenpaBW/bHbIM BbIBOPOM HENPOCETHLIO 06nacTein BHUMaHMS. BbiNonHeHne pa3MeTKy NMoBbICIo 3hMEKTUBHOCTL paspaboTaHHON METOANKM, Ha TECTOBOM
Habope AaHHbIX MOoAeNb NMPOAEMOHCTPMPOBaa aeKkBaTHoe onpedeneHre MHOPMAaTUBHBIX Y4aCTKOB, TOYHOCTb Knaccudmkaumm gocturmna 96,6%. Takum
06paz3oMm, MPYMEHEHNE Pa3METKM N300PaXKEHNI 3HAYMTENBHO MOBBILLAET TOYHOCTb PACMO3HABaHWA LIBETHBIX M30OPaXKEHWIN CETHATKN C MOMOLLIbIO HENPOCETEBbIX
TEXHOMOIWIA 1 MO3BONSET CO3AaBaTb dPMEKTVBHbIE MOAENM MPU UCMONB30BaHUM OrPaHNYEHHbBIX MO 06beMY HABOPOB AaHHbIX.

KntoueBble cnosa: 601e3H1 ceTHaTku, PyHAyCc-kamepa, MallMHHOe 0By4eHVe, CKPUHUHI, BUoMeaMLMHCKas Br3yanvaaums, pasmeTka AaHHbIX
®durHaHcupoBaHue: paboTa BbiNoNHeHa Npuy rHaHCOBOM noaaepxke PoHaa conencTams nHHoBaumam (forosop Ne150IC1LTHTICSE/64226 ot 22.12.2020).

Bknap aBtopos: X. . Tax4unay — pegaxkTmpoBaHve pykonucu. 1. B. [MnadHnua — KoHUenums 1 ousaiH nccnegosaqms, c6op 1 obpaboTka AaHHbIX, aHanma
pesynsTaToB, HanmcaHne TekcTa pykonucy; C. H. CeeTodapckuini — ydacTue B cOope faHHbIX, aHanM3 pesynsraTtoB, paboTa C IMTepaTypoi, HanmcaHne TekcTta
pykonvcy; A. V. BypcoB — paboTa ¢ nuTepaTypol, padpaboTka anroputMoB, pedaktupoBarue pykornmncw; K. A. LLlycTep3oH — pagpaboTka 1 Banupaums
anropuTMOB, NOArOTOBKA WMIKOCTPALMIA, yHacT1e B HaNMCcaHUm TexcTa.

<] Ans koppecnoHaeHumn: [Nasen BrvkTtoposuy MinsH1La
yn. bennHckoro, a. 58/60, aT. 5, 603000, r. HukHuin Hosropop; gliznitsap@icoud.com

Cratbs nony4eHa: 27.07.2021 CtaTbsi NpuHATa K nevatu: 15.08.2021 Ony6nukosaHa oHnaiH: 28.08.2021

DOI: 10.24075/vrgmu.2021.040

m BULLETIN OF RSMU | 4, 2021 | VESTNIKRGMU.RU



In the Russian Federation, retinal diseases rank second and
cause 28.9% of the visual impairment cases [1]. An effective
retinal pathology early detection system that would be part
of the mass preventive examination campaigns is yet to be
deployed. Such systems require special logistics and dedicated
staff, which, in addition to the one-time deployment expenses,
translates into the need for regular funding to support the system
and pay the people powering it. Computers can analyze big
data faster, and machine learning algorithms automate the
time-consuming and labor-intensive screening of patients
to nominate those who need extensive examination. Thus,
artificial intelligence capable of screening for eye diseases can
mitigate the primary health care personnel shortage and reduce
the clinical examination costs while increasing the number of
patients reasonably referred to an ophthalmologist because of
the suspected ophthalmic pathology [2].

Age-related macular degeneration (AMD), a retinal disease
common among people aged 50 and over, remains one of
the main causes of poor eyesight. The disease manifests in
soft drusen measuring 63 pm or above in the macular zone,
hyperpigmentation and/or hypopigmentation of the pigment
epithelium, detachment of pigment and neuroepithelium,
pigment epithelium geographic atrophy, retinal hemorrhages
and cicatricial changes in the retina [3].

AMD is of great clinical and social importance. The
prevalence of AMD among people aged 50 to 85 years is
8.69%, with 8.01% being early AMD and 0.37% late stage
AMD [4]. Mathematical model forecasts growth of the absolute
number of AMD patients from 196 million in 2020 to 288 million
in 2040. [4]. Late stage AMD translates into a pronounced
degradation of central vision, which worsens quality of life,
limits daily living activities and impairs working capacity.
Timely detection of the disease and adequate monitoring
of the patients are instrumental to successful treatment of
neovascular AMD because the efficacy of antiangiogenic
therapy directly depends on the time elapsed from the moment
of manifestation to administration of the first dose of the
drug [5]. Fundus photography is a widely adopted and highly
sensitive method of macular pathology visualization; it has been
used in a number of countries for mass screening and yielded a
significant increase of the early stage AMD detection rates [6].

The objective of this work was to develop and validate
machine learning algorithms diagnosing macular pathology
(AMD) based on the analysis of color pictures of the fundus
with data labeled and unlabeled, and to assess sensitivity and
specificity of the developed method with the help of a test
dataset.

METHODS

The sets of color images of the fundus used in this study
were collected at the Tsentr Zreniya clinic (Chelyabinsk) and
the ophthalmological department of the Volga District Medical
Center under FMBA of Russia (Nizhny Novgorod). All the
pictures were taken with Visucam 500 fundus camera (Carl
Zeiss; USA). The inclusion criteria applied to the images were:
diagnosed AMD in one eye, registered in the patient's digital

Table 1. Clinical classification of AMD [8]
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medical record; presence of specific signs of AMD on the
image; absence of signs of other retinal diseases (diabetic
retinopathy, etc). Image quality was assessed in points on a
scale from 1 1o 4, the assessment relied on the method by Klais
C et al., with 1 point given to high quality pictures, 2 points to
average quality images, 3 points to those of low quality and
4 points to indiscernible pictures [7]. The images that scored
3-4 points were rejected. We used the widely adopted clinical
classification of AMD that distinguishes early, intermediate and
late stages of the disease (Table 1) [8]. The initial set of images
was anonymized and blind classified independently by two
ophthalmologists with over 5 years of experience.

The resulting set included 1200 color fundus photographs,
including 575 retinal images of AMD patients and 625 pictures
of the retina of healthy people. Under the AMD classification,
127 images were classified into the early AMD group, 341
were marked as intermediate stage and 107 as late stage AMD
pictures.

The data were distributed into training and test sets
randomly, with 994 images used in the neural network training
(475 eyes with AMD, 519 eyes of healthy people) and 206
photographs used for testing (100 from patients with AMD, 106
from healthy people).

To accomplish the task set, we practiced two approaches
to training:

1) training a convolutional neural network (CNN) on a
dataset consisting of binary classified images without specified
regions of interest;

2) training a CNN on a dataset consisting of binary classified
images with the regions of interest specified in bounding boxes;

We relied on the ResNet-50 deep learning architecture
and transfer learning for both approaches [9]. Transfer learning
involves use of CNNs that are pretrained on a large set of third-
party data. Following pretraining, the network, which already
has its weighing system set up, goes through training on a
small set of data of immediate interest. The large set of third-
party data used for pretraining in this work was the ImageNET
dataset, which includes millions of images divided into 1000
different classes [10].

Fundus pictures from the local databases were
preprocessed (converted to 512 x 512 pixel images) and then
processed by a pretrained Faster RCNN neural network with
ResNet50 enabling convolution. Each output window was
linked with a category tag and a softmax score at [0, 1]. A
score threshold of 0.7 was used to display these images. The
execution time needed to obtain these results was 120 ms per
image, all steps included. All in all, the image analysis sequence
can be outlined as follows: preprocessing, processing by
the CNN with a feature map as output, highlighting regional
suggestions thereon, determining regions of interest and
classifying the image as either an AMD picture or a normal eye
photograph based on the features found within the regions of
interest (Fig. 1).

All algorithms were developed in Python 3.7 using libraries
PyTorch 1.5.0, TorchVision 0.6.0, Tensorflow 1.14.0, Keras
2.0.8, Pillow 7.2, OpenCV 4.5.2, Cuda 10.1, cudnn 7.6.5.
The hardware configuration of the computer used to do the

Stage

Symptoms

Normal age-related changes

Small druses up to 63 um, no pigmentation defects

Early

Druses with a diameter of 63-125 microns, no pigmentation defects

Intermediate

Druses with a diameter over 125 microns, pigmentation defective

Late

Neovascular form or geographic atrophy
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Suggestions

Network of regional suggestions

Fig. 1. Stages of image analysis by Faster RCNN

calculations was as follows: Intel Core i7 9750H (Intel; USA),
RTX 2070 Max-Q 8GB GDDR6, 16 GB RAM 2666 MHz.

RESULTS

Image classification by a CNN without specified
regions of interest

All color images of the fundus belonging to the training set were
reduced to a resolution of 512 x 512 pixels and normalized
to the average pixel. Then the dataset was submitted to
the neural network for training. The training lasted 193 min
and took 50 iterations. A batch (combined load) included
10 images. Nesterov accelerated gradient was used as
an optimizer; the learning rate parameter was 0.0005, the
moment was 0.9. Loss function — categorical cross-entropy,
metric — accuracy.

Validation of the resulting model on the test dataset
revealed that its specificity reached 77.4%, sensitivity —
80.9%, accuracy — 79% (Table 2). To learn what regions of the
images the model used for classification we imported the class
activation heatmaps (Fig. 2).

Classifier

A

Map of attributes .«

| |

Convolution
layers

Fundus image

As a result, it was found that the network selected the
areas of attention incorrectly: one of them was the area of the
optic nerve head, which is not involved in AMD's pathological
process, another — paramacular area. Thus, the neural
network used incorrect features in training, which nevertheless
correlate with the classification result.

Image classification by a CNN with regions
of interest pre-specified

The training dataset was the same as for the first approach,
but for this case, we marked the macular region as the
region of interest with the help of bounding boxes. All the
images were reduced to a resolution of 512 x 512 pixels
and normalized to the average pixel. Faster RCNN + FPN
network combination enabled object detection [11]. The
training lasted 158 min and took 10 iterations. A batch
included 10 images. Nesterov accelerated gradient was used
as an optimizer; the learning rate parameter was 0.0001, the
moment was 0.05, weight decay — 0.0005. Classification
categorical cross-entropy was the loss function, mean
average accuracy was the classification accuracy metric,

Table 2. Developed models' performance indicators reflecting the quality of detection of AMD in color fundus photographs

Indicator Machine learning without labeling Machine learning with pre-labeling
Sensitivity 80,9% 99,0%
Specificity 77,4% 94,3%
Accuracy 79% 96,6%
Positive result predictability 74% 94,3%
Negative result predictability 82% 99,0%
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Fig. 2. Class activation heatmap visualization example, fundus photograph of an AMD patient

intersection over union — detection accuracy metric. The
training was stopped after 10 iterations because of the
emerging overtraining effect [12].

On the test dataset, the model demonstrated the
classification accuracy of 96.6% at sensitivity of 99.0% and
specificity of 94.3% (Table 2). Visualization of the areas of
interest showed that the model identified informative areas of
the images adequately (Fig. 3).

DISCUSSION
This study showed that Faster RCNN neural network with

ResNet50 enabling convolution can effectively differentiate
between AMD patient fundus pictures and those of healthy

retina. We have also established that even with a small sample
(1200 images) the resulting classification accuracy can be high
if the data are pre-labeled.

Researchers investigating application of neural networks
to diagnose AMD through analysis of color pictures of the
retina reported sensitivity of 84.5-89.0%, specificity of
83.1-89.0% and accuracy of 88.4-91.6% [13, 14]. One
study aimed to detect AMD at the early stage using images of
the fundus; its authors claimed to have achieved sensitivity and
specificity of 96.7%, 96.4% [15]. The datasets used in these
works were not pre-labeled, but each of them relied on the
sample comprised of over 50000 images, which is an order of
magnitude greater than the sample used for this study [13-15].
In this connection, it is interesting to note that, considering the

..

Fig. 3. Results of detection of regions of interest and classification of images from the test dataset by Faster RCNN with ResNet50 for convolution. Images correctly
identified by the model as healthy retina photographs have green boxes, those with AMD detected have red boxes
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relatively small dataset employed, by some parameters we
received comparable results with the help of a simple and fast
labeling procedure.

A meta-analysis of 13 studies averaged the neural
networks' sensitivity and specificity in AMD detection at 0.92
and 0.89, respectively [16]. However, this analysis included
studies that made use of fundus camera images exclusively
and works that relied on the pictures obtained with optical
coherence tomography. Another meta-analysis considered
papers reporting on the automated AMD diagnosing models
that processed only color photographs of the retina; this
analysis averaged the models' sensitivity and specificity at 0.88
and 0.90, respectively [17]. Thus, the level of accuracy we
have achieved is comparable to the results of studies based on
much larger datasets.

It should be noted that instant AMD diagnostics using color
images of the fundus traditionally underpins the relevant mass
screening programs, but has limited application in specialized
care. What shows promise in this field is the determination
of AMD stages from the available dataset [18-20] and the
identification of individual pathological elements in the images
[21], which can serve the purposes of monitoring in the context
of clinical observation and during clinical trials.

On the one hand, small size of the training dataset and the
decision to not differentiate between stages of AMD (we used
one class for all of them) can be considered a limitation of this
work. On the other hand, with these prerequisites, we managed
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